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Rényi entropies and observables
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Evidence is given that Rényi entropies of macroscopic thermodynamic systems defined on the bases of
probabilities of microstates cannot be related to observables. The notion of observable is clarified.
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Recently Abe[1] and Jizba and Arimits{?] investigated The central point of the investigation of R¢8] was the
an issue _that I ra}ised irj 1983]. In th_a}t paper | showed that question whether Rényi entropies could be related to observ-
it is possible to find pairs of probability assignments that areables of a thermodynamic system. Let us see what is meant
so close to each other that they cannot be distinguished b;yy “relate a state functional to an observable.” Let
any reasonable test _and yet Fhelr Renyi entropies, with paﬁ\,é, ,I:| be macroscopic commeasurable observables used
rametersy # 1, may differ con3|derably. This r_esult was usQdfor the thermodynamic description of a macroscopic system.
to argue that, for macroscopic thermodynamic systems, theSF’ne total number of these observables may be large, but it is

entropies coul'd not be related to observaple quant|t|'es. Abg pposed to be extremely small in comparison with the total
extended the idea to other types of entropies, and Jizba al mber N of microscopic degrees of freedom. Let

Arimitsu criticized the arguments. On reading my old paper, h,j) be a basis of common eigenstates, where

again | noticed that it was extremely concise and some points }.’ h are the corresponding eigenvalues 4rigl an in-
were formulated in an improper way. Th|s_, may have ledyq, "o degeneracy. L&t , ; be the dimension of the com-
modern authors to some wrong interpretations. Therefore S

. . > Iy on eigenspace with eigenvaluad, ... ,h. These degrees
shall t_)egm _the present investigation clarifying the corre- degeneracy are typically of the order BN, where M
sponding points.

L . stands for some large number. The Boltzmann entropy is
The central point in Ref[3] was not the question of g Py

L ) .~ th fi
whether Rényi entropies were observable. In fact Rényi ent— en defined as

tropies are not observable. Not even Shannon entropy is ob- S= s lab, ... AN W,y @b, ... hjl. (1)
servable. An observable is a collection of experimental ab.. .hj A

yes-no questions about a system that forms a Boolean alge- . . . ) .

bra, together with a corresponding collection of Borel sets onl NiS iS an observable. The typical states discussed in thermo-
the real line. Observables can be represented by essentiaffynamics have the form
self-adjoint operators on Hilbert space that are independent

of the state of the physical system. Therefore cledyly) p= > |ab, ... hj)
==Tr(p In p) is not an observable. Shannon entropy and all ab,...hj ab,...h

other Rényi entropies are state functionals—i.e., mapping$hat means the probabilities of microstates, ... h,j) are

that map the set of states into the real numbers. It may seegynstant within the common eigenspaces. The Shannon-von
that the distinction between observables and state functionalgeymann entropy of such a kind of state is

is a mere question of words. However, all understanding of

nature is based on languageathematical and ordinary lan- _ B Pab..h Pab...n
guage and the improper use of words can quickly lead to lp)==TrpInp) == 2>

wrong results. For instance, we find in REZ] (second page,

I:)a,b,. ..h

(a,b, ... hjl. (2

ab,..hj Wab,...h  Wap,...h

top of second columyt‘.... systems whose statistical fluctua- Pab. n

tions in G(x) would change too dramatically with a small == 2 Py pln ==
change in the state variabe€’ Here G(x) stands for a Rényi ab...h ab...h
entropy or Tsallis-Havrda-Charvat entropy or any other state = > Pab..nINWap  n
functional andx is the probability assignment. This is wrong. ab,...h

G(x) will not show any statistical fluctuations. A given

ensemble—i.e., a class of independent experiments defined - abz . Pap..nINPap_p. (3

by some experimental procedure—is described by a prob-

ability assignmenk. Therefore, all members of the ensemble The second term is usually negligible as compared to the
correspond to the same val@x). On the other hand, if one first one. Therefore, the Shannon entropy is approximately
measured an observable, different members of the ensembggual to the expectation value of the Boltzmann entropy.
may give different results. This variation of experimentalln most cases the probability distributions of the macro-
outcomes among different members of an ensemble is callegtopic variables are sharply peaked around the expectation
statistical fluctuation. The instability of state functionals hasvalues. In these cases one has the following relation of
nothing to do with statistical fluctuations. Shannon entropy and observable Boltzmann entrdpe
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probability of observing an eigenvalue of entropy far awayfulness of Rényi entropies of thermodynamic systems. After
from the Shannon value is extremely smalbte that this all we are not talking about a set of measure zero in phase
kind of relation between state functional and observable necspace, but about a measure in the space of probability assign-
essarily involves probabilities or expectation values. The isments. The exact significance of the Bhattacharyya measure
sue of Ref.[3] was the question of whether one could find in statistical descriptions of thermodynamic systems has to
observabled,, that might be related to the Rényi entropies Pe given. We shall give evidence that in fact all interesting
l,=(1-a)~Un[=;(p)*] in a similar way. initial states des_cnblng thermodynamic systems are exactly

Before investigating the question of instabilities of Rényi Of the problematic type. . _ .
entropies let us add one more remark on state functionals !t iS not of much interest to investigate a system when it
and observables: Thermodynamic systems are special b@lready reached its final equilibrium. So let us study an initial
cause of their large number of microscopic degrees of freeState with entropy less than i wheren is the total number
dom. But apart from that they are nothing special. So ifof microstates. In any normal macroscopic experiment start-
Rényi entropies are state functionals and not observabled!d from a nonequilibrium state means that the initial entropy
this should be true for different systems too. So how can it bdS smaller than Im by some macroscopic amount—i.e., by
that Rényi entropies are routinely measured in numerou§OMe number of the orded. Furthermore, the initial mac-
situations such as cryptography, chaotic dynamical system&ostatela;, by, ... .hi]is usually known. Therefore, the typical
earthquake analysis, ef@]? In fact, what is routinely being initial state is of the form

measured is p=3 lauby, . hpp@ub, bl (6)
1 J
lo(r) = 1 _aln(Ei‘, ) ) @) The special characteristics of this kind of state are the fol-
lowing: (1) The number of occupied microstates is of the
wherer; are relative frequencies. Relative frequencies can berderMN and therefore usually any individual probabiliy
measured; probabilities cannot. A probabili of some is extremely smal(of the order ofM™N). (2) The number of
event is again a state function@ linear ong¢ and it can be empty microstates is larger than the number of occupied mi-

related to a relative frequendy in Z repeated experiments crostates by a huge factor, which is also of the ordeMdf
(with Z>1/P), very much the same way as Shannon entropyssentially these two characteristics make this sort of state a
can be related to Boltzmann entrofijhe probability of find-  problem case. 1 shall not give the most general proof but
ing R far away from P is very smalRgain this statement |imit myself to the simplest, but most important, example,

is a probabilistic one. A probability is nothing but an opinion \yhich shows the general idea clearly. | shall assumeite
(which may be based on objective facts by informationpe constant:

theoretic rules We do not measure opinions in physics
laboratories. Relative frequencies and mean values can be _ . 1 .

measured; probabilities and expectation values cannot be p—% EI IR @by, ..hjl. ()
measured. The pseudo “measurement” of Rényi entropies _ _ _
by substituting probabilities by relative frequencies cannotll Rényi entropies of this state have the same value, which
be performed in the case of Rényi entropies that are definel§ the Boltzmann entropy of the macro-stagg, b, ... ,h]:

on the bases of probabilities of microstates of thermo- _ _

dynamic systems. The probabilities of individual microstates lalp) = S(@, by, . ) =N Wy - ()

pi are far too small to be related to relative frequencies. Thi?Now, imagine that a friend of ours enters the laboratory and
is also true for the case of Shannon entropy. Therefore igriticizes our experiment. He claims our preparation of state
is remarkable that Shannon entropy can be related to an O?ﬁay in some cases result in the macro-sﬁ;g F] His

servable, density operator would be
Now let us address the question of the unstable behavior y op

of Rényi entropies. Jizba and Arimit$g] argue that it is not - R ) ,

enough to give one example of a pair of probability assign- p= E lay,by, .. ’hI’J>W—<aI'bI’ -]

ments that are so close that no test can distinguish them and ! DAy

whose Rényi entropies differ considerably in order to show _— = o - =

that Rényi entropies cannot be related to observables. Their + E [ab, ... *h'J>W— ~(ab, ... hjl. (8)
argument is correct. In fact, if the problem was limited to a ) R

small number and a well known type of states and moreoveNow, if the probabilityd is, say, 10'°° we will not be able

to states that were not of special interest, one could remedy convince our friend that our probability assignment is bet-
the problem easily by excluding the problematic cases. Iner than his by showing experimental results. The number
fact, Jizba and Arimitsu show that for large numbers of mi-101% is far too small to get sufficient statistics in 2
crostates the problematic sector is confined to a set of Bhatx 10'° years(age of the univergeeven if we could perform
tacharyya measure zero. This fact is interesting in itself and 0?° experiments per second. However; 18 is astronomi-
adds one more item to phenomena related to very large nuneally huge in comparison with the probabilities of individual
bers. However, the small Bhattacharyya measure of the prolmicrostates. The Rényi entropy of the friend’'s probability
lematic cases may not be a valid argument to save the usassignment is

a,by,.. h
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= ' _ ’ -1
| (’f)) i |n{(1 5a(Wa .,hl)l_a+ 501(\/\%;’””91—0(} ||§||2a/ E(”g ||2a) EXp{ 28[E(||§ ||2a)]p }v (10)

1 < ’ ’ p-1
. m{(%mml_w e, < B loexptelE(lE P (1
-
(1 -8« (W )1 @ hold for almost all¢ (their Bhattacharyya measure is arbi-
><<1 + — ) trarily close to 1 as1 increasep In these relation§|, des-
o ( a,b,...,F) “ ignates the Holdet, norm of the vecto¢ and E[||¢’ ||2a] is
u the mean value of¢’||,, calculated with the Bhattacharyya
=InWgp, n+ In &S measure. Now let us take two arbitrary probability assign-
l1-a mentsP and Z from this set of measure of almost 1 that
1 (1-08)" (Wal,...,h,)l_“ satisfies me_qgahtle(le) an_d(ll). Their difference in Rényi
+ In|1 ——= | (9) entropy satisfies the relation
—a o (Wap,..p)
1P =12 20 | (llé“’)llza)
The first term is of ordeN. If |[1-a|>|In §//N, the second | amax (a=Dinn| €9,
term is negligible as compared to the first qifier instance, 2 exols[E p-1
with N~10?* and 6=10"1% our argument is restriction to < - In( el Ellg]z0)) ,ﬁl )‘
(a— Dinn |\ exp{- 2e[E([&|2) 1"}

«a values with|1-«|>1072?). To estimate the third term we
now distinguish the following two caseél) If a>1, we

shall assume that our friend thought of a stﬁeb ,h] (a 1)In n
with smaller entropy than the main stdta by, .. h] If

S@,...,n)-Sa,...,h) is macroscopic(of the orderN),  According to Ref[2], E(||4l|,,) approaches zero whengoes

the third term is cIearIy also negligible as compared totg infinity. Furthermore, the last expression is proportional to
the first one(2) If <1, we assume that the friend thought ¢ which may be arbitrarily small. So what Jizba and Arim-
of a state[a,b,. h] whose entropy is macroscopically itsu show is that the Rényi entropies are essentially constant
larger thanS(a, ... ,h|). Again the third term will be negli- on a set of measure almostthe caser<1 is similan. Thus
gible. So, in either case, the Rényi entropy of the friend’'sthese functions would not be interesting at all. Jizba and
probability assignment would essentially be the entropy ofArimitsu also suggest to remove the instability problem by

the irrelevant statga,b, . ,h], which is far away from our ~C0arse graining the probability assignments. However, in the

value [Eq. (7)]. counterexample given in this paper the states are already
ggoarse grained and this coarse graining is based on the mac-

goscopic input information. Any further coarse graining

one may think of a sharply peaked probability distribution " would change the physics. At any rate, coarse graining only
of Boltzmann entropies. Generally emptying the meaning: substitutes a problematlc pair of probab|I|ty assignméents

less small tail of the distribution will give similar disasters. P’) by a different ondP,P’) with | (7’) |(P"). Of course
The argument that the problematic sector of probabilityone can always find infinitely marfy' in a & vicinity of P
assignments is limited to a set of measure zero would meagmat have practically the same Rényi entropy as the original
that we have no chance to encounter such type of problem iassignment. That does not solve the problem. The problem-
our daily work. The present counterexample shows that thetic assignmer®’ still exists. The only way out seems to be
problematic behavior of Rényi entropies shows up for statego exclude the problemati®’. However, this should not be
that are really used in common descriptions of thermodydone in a causistic manner but by some general rule. The
namic systems. Therefore, one may conclude that the Bhatounterexample given in the present paper seems to make it
tacharyya measure is not a relevant measure to judge thdifficult to find such general rule. The physicist who still
unstable behavior of Rényi entropies. If this measure reallyyelieves that Rényi entropies of thermodynamic systems can
had significance, the situation of Rényi entropies of thermobe related to observables should give the corresponding ob-
dynamic systems would be even worse. Let us take a closgervable explicitly, indicate how it can be measured in labo-
look at the demonstration of Refi2], which shows that the ratories, and describe the way it can be related to a Rényi
unstable sector is limited to a small measure. In order t@ntropy.
define the Bhattacharyya measure the authors associate aSummarizing we found more evidence that indicates
vector§ to a probability assignmer®={p,, ... ,pn} putting  that the usefulness of Rényi entropies, witk 1 is limited
&=1\p.. The Bhattacharyya measure is then defined by theo systems with a small number of states. Further we
ordinary (appropriately normalizedsurface area on the unit clarified the notions of observable and state functional. This
[,-sphere in the-space. For the case>1 Jizba and Arim-  distinction is essential to understand the whole problem.
itsu show that for >0 and anyp with 1<p<a/(a—1) the  For example, the fact that some relationships between ob-
inequalities servables show discontinuities at first-order phase transitions

[E(|&22) 17 12

One may easily extend the idea to states that do n
have a large region of unoccupied microstates. For exampl

017102-3



BRIEF REPORTS PHYSICAL REVIEW EO0, 017102(2004

has nothing to do with the present issue. The stability of avhether other stable entropies also have corresponding ob-
state functional is only a necessary condition for the exisservables.

tence of an associated observable. It is remarkable that |tis a pleasure to thank C. Tsallis and S. Abe for bringing
Shannon entropy does have an associated observabley attention back to a subject that | abandoned many years
One may now, following the ideas of Refl], investigate ago.
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